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Abstract 

In the era of digital communication, memes have become a pervasive form of expression, 

conveying humor, satire, and cultural references. This computer vision project explores the 

application of artificial intelligence (AI) to discern between memes and non-memes within 

diverse visual content. Leveraging state-of-the-art deep learning models, the system employs 

advanced image recognition techniques to analyze and classify images as either  a meme or  a 

non-meme, contributing to a deeper understanding of online visual culture. 

 

The project involves training a convolutional neural network (CNN) on a carefully curated 

dataset of memes and non-memes, encompassing a wide spectrum of visual styles and contexts. 

Through iterative model refinement and optimization, the AI system learns intricate patterns, 

contextual nuances, and humor cues inherent in memes. The resulting model not only 

distinguishes between the two categories but also provides interpretable insights into the 

features contributing to its classification decisions. 

 

The implications of this research extend beyond mere categorization, holding promise for 

content moderation, cultural analysis, and the development of more nuanced AI-driven 

communication tools. By enhancing our ability to automatically identify and understand 

memes, this project contributes to the ongoing evolution of AI technologies that navigate the 

rich landscape of online visual content. 

 

1 Introduction 

Memes are a common form of communication in the digital age. However, with popularity 

comes the rise of internet users taking advantage of this medium in order to create something 

to deliberately spread hate towards an individual or community. Thus such ideas should be 

stopped before they can cause too much damage, giving rise to developing models that can 

pick apart memes from non-memes in order to more easily find hateful memes.[1] However 

the task of classifying memes and non-memes is a challenging one, as memes can take many 



forms and often rely on cultural references and humor. But recent advances in deep learning 

have made it possible to train models that can accurately classify memes with high precision 

and recall. 

An example of AI being used for memes, while not specifically classifying memes and non-

memes,  is the Facebook Hateful Memes Challenge[3][4]. Participants across the world were 

tasked to develop multimodal machine learning models in order to identify whether a meme 

was hateful or not. Through combining text and image feature information, participants were 

able perform well, with the top 5 teams having AUC ROC scores of 0.79-0.84 on the unseen 

data; higher than the baseline provided in the original paper.[4]   

In this report, I describe my efforts to train an AI model to classify memes and non-memes. I 

will begin by discussing the dataset I used for training and evaluation, and then describe the 

architecture of my model. Finally, I present the results of our experiments and discuss the 

implications of my findings. 

 

2. Materials and Methods 

 

Due to the multimodal nature of most memes, it was crucial that the model would be able to 

well understand both the text and image and make correlations between both in order to 

determine whether a given image is a meme or a non-meme. While there are no pre-existing 

models or papers that specifically tackle the topic of identifying memes, much of the basis of 

this project was based on the first place entry for the Facebook Hateful Memes Challenge[4].  

 

Fig 1. The rough pipeline of the model 

Stage Model Used Usage  

Stage 1 MindOCR[7] Text Extraction  



MMDetection[8]  Feature Extraction 

Stage 2 VL-BERT[9] Final Prediction 

Table 1, models used for this task and their purpose  

 

2.1 MindOCR 

An optical character recognition (OCR) tool used for extracting text from images. 

MindOCR allows the model to be able to utilise the linguistic features of the images fed into it 

in order to have a clearer idea of whether the image is a meme when paired with the visual 

features. DB++[5] was used for text detection while CRNN[6] was used for text recognition.  

 

2.2 MMDetection  

For memes, the synergy between the textual and visual components is crucial. Feature 

extraction plays a crucial role in enabling the model to discern these connections between text 

and image, facilitating more accurate meme classification. By training MMDetection on 

diverse datasets with varied classes, it is able to enhance the model's ability to correlate images 

and text, ensuring robust predictions for meme identification. 

 

2.3 VL-BERT 

Between the e2e and prec pretrained models for VL-BERT, e2e was eventually chosen 

for its ability to make semantic alignments between image and text and learning of visual 

representation[10] - a crucial component in learning how to differentiate between memes and 

non-memes 

 

2.4 Datasets 

 

For MindOCR, the Total Text Dataset[11] was used. It consists of 1,555 images with a 

variety of text types including horizontal, multi-oriented, and curved text instances. There are 

1255 training and 300 testing images.  

 

For MMDetection, it was trained on the combined datasets of PascalVOC 2007[12] and 

2012[13], which contains 20 different object categories, 1464 training images, 1449 validation 

images and a private testing set   



 

For VL-BERT, it was to be fine tuned on VQA[15][16][17], RefCOCO+[18]. The VQA 

dataset contains open-ended questions about images, with each image having at least 3 

questions, 10 ground truth answers per question and 3 plausible, but likely incorrect answers 

per question, allowing for the model to have a better understanding of vision, language and 

commonsense knowledge; while RefCOCO+ consists of 141,564 refer expressions for 49,856 

objects in 19,992 images. Afterwards, the model was to go through further fine tuning on a 

dataset which consisted of memes taken from public domains on the internet and social media 

platforms, adhering to ethical considerations and respecting copyright regulations. This last 

dataset contained exactly 500 instances of both memes and non-memes, which were later 

resized to 512x512 sizing for easier training. The dataset represents as many scenarios as 

possible, covering the different types of memes and what topics they can be about.  

 

3. Results 

 

3.1 Stage 1 Results  

 After training, both MindOCR and MMDetection were able to perform their tasks with 

relative accuracy; able to produce relatively accurate results for their respective tasks (Fig 

7.1,7.2 and 8 in Annex). Further discussion of the limitations and challenges encountered 

during the training of these two processes will be provided in the Discussion section. 

 

3.2 Stage 2 Results (Incomplete) 

 Despite efforts to train VL-BERT on the self-curated dataset, the process remained 

incomplete, resulting in the model being unable to generate predictions. Technical challenges, 

including data preprocessing issues and compatibility constraints with the model architecture, 

hindered the completion of the training process. As a result, the performance and effectiveness 

of VL-BERT in meme classification could not be assessed in this project. 

 

4. Discussion 

 

While the model is still able to predict the category of a given image, there are still 

many aspects in which this model can be improved on.  

 

4.1 Improvements to pre-existing models  



 

Firstly, due to time and computational constraints, both MindOCR and MMDetection 

were only trained once.  

 

Further training of MindOCR on the SCUT-CTW1500[19] dataset, which contains 

1,500 images: 1,000 for training and 500 for testing. In particular, it provides 10,751 cropped 

text instance images, including 3,530 with curved text. The dataset contains a lot of horizontal 

and multi-oriented text. It should also help in preventing the text extractor from unnecessarily 

lumping words together into one longer text (Fig. 2.1 and 2.2 in Annex). There is also a 

noticeable challenge when it comes to certain types of fonts and smaller font sizes (Fig.3 in 

Annex), an example of which is when “I” is a rectangle, thus causing the model to be unable 

to detect the word correctly. (Fig.1 in Annex) This suggests the need to find more strategies in 

order to improve model robustness in tackling diverse text formats that are found in memes. 

 

MMDetection could be further trained using the Visual Genome dataset[20], which 

consists of 101,174 images from MSCOCO[21] with 1.7 million QA pairs, 17 questions per 

image on average. Compared to the Visual Question Answering dataset. The Visual Genome 

dataset also presents 108K images with densely annotated objects, attributes and relationships. 

This would provide the model with more classes for detection, preventing wrong classification 

of objects found in memes(Fig. 4 in Annex). In addition, PyBottomUpAttention[22], also 

trained on Visual Genome, can be used as a further supplement for the feature extraction. 

 

In terms of the data collection, while there are datasets and models that are able to create 

memes, I was not able to find any that consisted of both memes and non memes. Some types 

of memes require prior context of a certain piece of media in order to fully grasp the meaning 

of the meme, which would make it hard for VL-BERT to recognise that it is a meme and thus 

may result in a wrong categorisation. This also applies to images that contain subtitles of what 

the character is saying, where the format is similar to some types of memes, thus also resulting 

in the possibility of the model wrongly classifying it as a meme. Some memes are also done 

through animated characters, which MMDetection is not trained on and thus may not be able 

to recognise them correctly (Fig. 5.1 and 5.2 in Annex). This could also cause there to be 

multiple overlapping bounding boxes with different labels (Fig. 6 in Annex), causing ambiguity 

in the visual representation of the scene, resulting in a less accurate prediction.  

 



 In addition, text overlays may cover up important visual features of the image, thus 

requiring a way to get rid of them while still maintaining the features of the original image. 

Thus Inpainting models such as MAT[23] or MMEditing[24], trained on the CelebA[25] and 

Places365[26] datasets can be used to inpaint over text in such memes() to allow for a more 

accurate detection from MMDetection. 

 

4.2 VL-BERT  

 

As mentioned in section 3.2, I was unable to finish training my VL-BERT model. 

However, if I were to embark on this project again, I would also train it on the Memotion[2] 

dataset, which is a dataset specifically curated for the sentiment classification of memes, thus 

allowing the model to have a deeper understanding of the variety of memes.  
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Annex 

 

Fig. 1 (Above): An example of “I” being represented by a rectangle in a certain font  

 

 

 



Fig. 2.1 (Above): Image provided  Fig. 2.2 (Below): The results from MindOCR 

 

 

 

 

  

Fig. 3.1 (Left) and 3.2 (Right). 3.1 is in its original dimensions while 3.2 is the results given 

from MindOCR. 

 



  

Fig. 4. An example of where the lack of a class for coins results in a wrong classification as a 

bottle, which would affect the understanding of the meme. 



 

Fig 5.1 (Top) and 5.2 (Bottom). 5.1 Shows MMDetection being able to accurately detect the 

animated characters found in the image. 5.2: An example of MMDetection unable to detect 

and properly identify animated characters of another artstyle  



Fig. 6. An example of multiple bounding boxes over the same location. 



 

Fig 7.1(Top) and 7.2(Bottom):MindOCR able to confidently recognise and identify words 

found in Image 7.2 

 



 

Fig. 8: An example of MMDetection able to accurately identify key visual features of an 

image 


